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Abstract 15 

The Warm Arctic - Cold North American (WACNA) pattern features opposing surface 16 

temperature anomalies, with centers over the Chukchi - Bering Seas (CBS) and the North 17 

American Great Plains. This pattern is found to be driven and sustained by meridional heat 18 

transport along temperature gradients, primarily damped by the covariance between temperature 19 

and diabatic heating. The Canadian Earth System Model CanESM5, part of the Coupled Model 20 

Intercomparison Project Phase 6 (CMIP6), reasonably reproduces this pattern and its formation 21 

mechanisms. CanESM5 projections under the Shared Socioeconomic Pathway 8.5 (SSP5-8.5) 22 

suggest a significant weakening of the WACNA pattern with continued global warming. Notable 23 

changes in pattern intensity and spatial structure are anticipated, particularly a decrease in intensity 24 

over the CBS. These changes are attributed to Arctic amplification associated with global warming, 25 

which diminishes the equator-to-pole temperature gradient and consequently reduces meridional 26 

heat transport, particularly over the CBS region. 27 

 28 

Plain Language Summary 29 

The Warm Arctic - Cold North American (WACNA) pattern shows warming in the Arctic and 30 

cooling in North America, with hot spots in the Chukchi - Bering Seas (CBS) and the Great Plains. 31 

This happens because heat moves from one place to another along temperature differences, 32 

balanced mainly by the interaction of temperature and diabatic heating. We explore how global 33 

warming affects this pattern using the latest Canadian Earth System Model CanESM5. The model 34 

does a good job of simulating this pattern and why it happens. According to CanESM5's 35 

simulations under a future scenario called SSP5-8.5, the WACNA pattern will become weaker as 36 

the Earth keeps warming up, especially over the CBS. These changes are due to a phenomenon 37 

called Arctic amplification, where warming happens faster in the Arctic than in other places. This 38 

reduces the movement of heat from the equator to the Arctic, especially in the CBS region, causing 39 

changes in the WACNA pattern. 40 

 

Key words: WACNA, Impact of climate change, Maintenance mechanism 41 
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1.  Introduction 42 

Recent studies have actively delved into the warm Arctic – cold continents pattern (WACC, 43 

Overland et al. 2011), particularly investigating its distinct features, climate impacts, and 44 

formation mechanisms. This pattern is characterized by Arctic warming and continental cooling 45 

during boreal winter and manifests in two counterparts corresponding to midlatitude climate 46 

anomalies: warm Arctic-cold Eurasia (WACE; e.g., Cohen et al. 2012; Mori et al. 2014, 2019; 47 

Sorokina et al. 2016) and warm Arctic-cold North America (WACNA; e.g., Lin, 2015; Blackport 48 

et al., 2019; Guan et al., 2020a; Yu and Lin, 2022; Lin et al., 2022). The genesis of the WACNA 49 

pattern is attributed to both external forcing and internal climate variability, such as Eurasian snow 50 

cover and Chukchi-Bering Sea sea ice anomalies (e.g., Lin and Wu, 2011; Cohen et al., 2012; Kug 51 

et al., 2015; Park et al., 2021), tropical convection and El Niño-Southern Oscillation (ENSO) sea 52 

surface temperature (SST) anomalies (Lin, 2015; Guan et al., 2020a; Yu and Lin, 2022), and 53 

atmospheric circulation anomalies (Sun et al., 2016; Sigmond and Fyfe, 2016; Blackport et al., 54 

2019; Guan et al., 2020b; Yu and Lin, 2022; Lin et al., 2022). These studies have significantly 55 

enriched our understanding of Arctic atmospheric circulation anomalies and their interconnections 56 

with other regions, offering potential for improving seasonal forecasts in northern midlatitudes. 57 

Anthropogenic global warming is marked by well-established features including Arctic 58 

circulation anomalies, Arctic amplification, and tropical ENSO-like SST anomalies (e.g., Cohen 59 

et al., 2020; IPCC, 2021), all closely linked to the formation of WACNA. Consequently, this study 60 

is dedicated to exploring the future evolution and underlying mechanisms of the WACNA pattern. 61 

The questions guiding our investigation are as follows: 1) How is the WACNA pattern expected 62 

to change with global warming? Are changes anticipated in its intensity and/or spatial structure? 63 
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2) What are the physical mechanisms driving the WACNA variability in terms of the temperature 64 

variance budget? How do these mechanisms evolve in response to global warming? 65 

2. Data and Methodology  66 

2.1 Reanalysis data and climate simulations 67 

Atmospheric variables extracted from the fifth generation of atmospheric reanalysis (ERA5, 68 

Hersbach et al., 2020), developed by the European Centre for Medium-Range Weather Forecasts 69 

(ECMWF), are employed as observations. The variables we used include surface air temperature 70 

(SAT) as well as lower tropospheric temperature and winds. These variables are analyzed on 2.5° × 71 

2.5° grids over the period from 1981 to 2010, consistent with the later period of historical climate 72 

simulations described below. Years refer to January dates in this study. 73 

Outputs from CanESM5 climate simulations are also utilized. CanESM5 has a horizontal T63 74 

spectral resolution of approximately 2.8o in the atmosphere and 1o in the ocean (Swart et al., 2019). 75 

Detailed description of the model can be found on the website CanESM5 - The Canadian Earth 76 

System Model version 5 - Open by Default Portal (canada.ca). Our analysis focuses on its Single 77 

Model Initial-condition Large Ensemble (SMILE), which includes historical and scenario climate 78 

simulations. The ensemble consists of 50 members with 251-year integrations spanning from 1850 79 

to 2100. Each simulation is subject to the same historical anthropogenic and natural forcing from 80 

1850 to 2014, but with slightly different initial conditions in 1850, and multiple Shared 81 

Socioeconomic Pathway (SSP) scenarios for climate change simulations for 2015–2100. Here, we 82 

use simulations under the SSP5-8.5 scenario, representing high anthropogenic emissions (Eyring et 83 

al., 2016). The extracted variables also include monthly SAT, and temperature and winds in the 84 

lower troposphere. These variables are interpolated to 2.5° × 2.5° grids using bilinear 85 

interpolation.  86 

https://open.canada.ca/ckan/en/dataset/b62e6793-d674-5f41-847d-47d173333ce1
https://open.canada.ca/ckan/en/dataset/b62e6793-d674-5f41-847d-47d173333ce1
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2.2 Data processing and statistical analysis 87 

To focus on intraseasonal to interannual variability, monthly anomalies are considered as 10-88 

year high-pass filtered fluctuations of variables. The result is insensitive to reasonable variation of 89 

the filter cutoff period. The WACNA pattern is then defined as the leading mode of monthly SAT 90 

anomalies in winter (December-February, DJF) over the North American (NA) sector (e.g., Yu 91 

and Lin, 2022), removing the climatology of the period considered. The corresponding principal 92 

component (PC1) is used as an index of the WACNA pattern. EOF analysis is also performed to 93 

capture the WACNA pattern simulated by CanESM5, using 50 ensemble simulations as a 94 

collective dataset. The multi-member ensemble mean (EnM) quantity is obtained by pooling the 95 

statistics of individual members, i.e. the average of the 50 member results. The impact of internal 96 

climate variability on WACNA is assessed by examining inter-member variations of simulated 97 

WACNA patterns. Individual WACNA patterns are obtained by regressing SAT anomalies onto 98 

the corresponding PC1 series among the 50 members. Correlation and regression analyses are used 99 

to quantify relationships between the WACNA index and variables of interest. The statistical 100 

significance of a correlation is determined by a Student-t test, with the effective degree of freedom 101 

estimated by considering the autocorrelation of the time series (Bretherton et al., 1999). To avoid 102 

potential over-interpretation of multiple testing results for grid points over a domain of interest, 103 

we apply the false detection rate (FDR) approach demonstrated in Wilks (2016) as a field 104 

significance test.  105 

2.3 Temperature variance equation 106 

The thermodynamic energy equation can be written as follows 107 

 
𝑑𝑇

𝑑𝑡
= 𝜔𝜅

𝑇

𝑝
+

𝑄

𝐶𝑝
 ,                                                                                                                                  (1) 108 
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where T is temperature, t time, p pressure, ω=dp/dt the vertical velocity in pressure coordinates, 109 

κ=Rd/Cp, where Rd is the gas constant for dry air, Cp the specific heat at constant pressure, and Q 110 

the net heating rate per unit mass. Q includes various diabatic effects, including radiative (solar 111 

and infrared) heating, turbulent (latent and sensible) heating, and frictional heating. Expanding the 112 

total derivative of temperature, we have 113 

𝜕𝑇

𝜕𝑡
= − (𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
) + 𝜔 (𝜅

𝑇

𝑝
−

𝜕𝑇

𝜕𝑝
) +

𝑄

𝐶𝑝
≡  − 𝑢

𝜕𝑇

𝜕𝑥
− 𝑣

𝜕𝑇

𝜕𝑦
+ 𝑆 + 𝑅,                                 (2) 114 

where u and v are the zonal and meridional wind speeds, respectively. S= 𝜔 (𝜅
𝑇

𝑝
−

𝜕𝑇

𝜕𝑝
) is a vertical 115 

motion term containing the static stability (e.g., Peixoto and Oort, 1992), and R=Q/Cp is considered 116 

as a residual in the equation. Based on Eq. (2), the associated temperature variance equation can 117 

be written as 118 

1

2

𝜕𝑇′2̅̅ ̅̅

𝜕𝑡
= −𝑢′𝑇′̅̅ ̅̅ ̅̅

𝜕�̅�

𝜕𝑥
−

�̅�

2

𝜕𝑇′2̅̅ ̅̅

𝜕𝑥
−

𝑢′

2

𝜕𝑇′2

𝜕𝑥

̅̅ ̅̅ ̅̅ ̅̅ ̅
− 𝑣′𝑇′̅̅ ̅̅ ̅̅

𝜕�̅�

𝜕𝑦
−

�̅�

2

𝜕𝑇′2̅̅ ̅̅

𝜕𝑦
−

𝑣′

2

𝜕𝑇′2

𝜕𝑦

̅̅ ̅̅ ̅̅ ̅̅ ̅
+ 𝑇′𝑆′̅̅ ̅̅ ̅̅ + 𝑇′𝑅′̅̅ ̅̅ ̅̅  119 

              ≡ 𝑈𝑇1 + 𝑈𝑇2 + 𝑈𝑇3 + 𝑉𝑇1 + 𝑉𝑇2 + 𝑉𝑇3 + 𝑇𝑆 + 𝑇𝑅,                                                (3) 120 

where the prime denotes monthly anomalies relative to the climatology. The overbar represents 121 

the time average over the period considered. Eq. (3) shows that the temperature variance tendency 122 

depends on eight factors: UT1=−𝑢′𝑇′̅̅ ̅̅ ̅̅ 𝜕�̅�

𝜕𝑥
 is the zonal heat transport along the temperature gradient, 123 

UT2=−
𝑢

2

𝜕𝑇′2̅̅ ̅̅ ̅

𝜕𝑥
 and UT3=−

𝑢′

2

𝜕𝑇′2

𝜕𝑥

̅̅ ̅̅ ̅̅ ̅̅
 the zonal advection of temperature variance caused by zonal 124 

mean and anomalous flows, respectively, VT1=−𝑣′𝑇′̅̅ ̅̅ ̅̅ 𝜕�̅�

𝜕𝑦
 the meridional heat transport along the 125 

temperature gradient, VT2=−
�̅�

2

𝜕𝑇′2̅̅ ̅̅ ̅

𝜕𝑦
 and VT3=−

𝑣′

2

𝜕𝑇′2

𝜕𝑦

̅̅ ̅̅ ̅̅ ̅
 the meridional advection of temperature 126 

variance caused by meridional mean and anomalous flows, respectively, TS the covariance 127 

between temperature and effects related to vertical motion and static stability, and TR the 128 

covariance between temperature and diabatic heating, which is calculated as a residual. These 129 
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terms act to generate or damp temperature variances, depending on their signs. The anomalous 130 

temperature square (𝑇′2̅̅ ̅̅ ) is proportional to the available potential energy (e.g., Lorenz, 1955) and 131 

is also called the thermal variance (Lin and Derome, 1995).  132 

As discussed below, VT1 is an important term that causes changes in temperature variability. 133 

Changes in VT1 can be further decomposed into three subcomponents as follows, 134 

𝛿(𝑉𝑇1) = −𝑣′𝑇′̅̅ ̅̅ ̅̅
0𝛿 (

𝜕�̅�

𝜕𝑦
) − (

𝜕�̅�

𝜕𝑦
)

0
𝛿(𝑣′𝑇′̅̅ ̅̅ ̅̅ ) − 𝛿(𝑣′𝑇′̅̅ ̅̅ ̅̅ ) · 𝛿 (

𝜕�̅�

𝜕𝑦
) ≡ 𝑉𝑇1𝑎 + 𝑉𝑇1𝑏 + 𝑉𝑇1𝑐 ,     (4)      135 

where the delta denotes the change between two periods considered, and the subscript 0 denotes 136 

the initial period. The three terms on the right side of the equation represent contributions of 137 

changes in the mean temperature [VT1a = −𝑣′𝑇′̅̅ ̅̅ ̅
0𝛿 (

𝜕�̅�

𝜕𝑦
) ], the meridional heat transport 138 

[VT1b=− (
𝜕�̅�

𝜕𝑦
)

0
𝛿 (𝑣′𝑇′̅̅ ̅̅ ̅

)], and both [VT1c=−𝛿(𝑣′𝑇′̅̅ ̅̅ ̅̅ ) · 𝛿 (
𝜕�̅�

𝜕𝑦
)]. 139 

3. Results  140 

3.1 Changes in WACNA pattern intensity and spatial structure 141 

Figure 1 (left panels) displays the WACNA patterns in both ERA5 and CanESM5 simulations. 142 

These patterns are identified as the leading mode (EOF1) of monthly SAT anomalies over the NA 143 

sector (20-90oN, 150oE-40oW) during the 30 DJFs from 1981-2010. In ERA5 (Fig.1, top left), 144 

EOF1 accounts for 32.8% of the total variance and is well separated from subsequent EOFs based 145 

on the criterion of North et al. (1982).  It is characterized by a dipole structure, which features a 146 

pronounced SAT anomaly over NA, centered on the Great Plains, accompanied by an opposing 147 

anomaly spreading across the central-eastern Arctic and mid-high latitude North Pacific, centered 148 

on the Chukchi-Bering Seas (CBS). This pattern closely resembles WACNA patterns identified 149 

across intraseasonal and interannual timescales in various observational datasets (e.g., Kug et al., 150 

2015; Lin, 2015; Guan et al., 2020a; Yu and Lin, 2022, 2023; Lin et al., 2022), highlighting its 151 
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robustness and consistence among different time scales. In CanESM5, EOF analysis is conducted 152 

using the same 30 DJFs from all 50 historical simulations. The simulated EOF1 (Fig. 1, bottom 153 

left) explains 29.6% of the total SAT variance and closely resembles the ERA5 result, with a 154 

pattern correlation of 0.91 over the NA sector, indicating that WACNA is reasonably well 155 

reproduced by CanESM5. Nevertheless, in CanESM5, the action centers of WACNA appear 156 

slightly stronger compared to ERA5, especially the CBS center, and are slightly shifted eastward.  157 

To quantitatively evaluate changes in WACNA, we project SAT anomalies over 30-DJF 158 

running windows for 1951-2014 from historical simulations and 2015-2100 from SSP5-8.5 159 

simulations onto the simulated WACNA pattern over the NA sector (Fig. 1, bottom left). The 160 

amplitude of WACNA variability is then assessed by calculating the standard deviation for each 161 

projected 30-DJF series (Fig. 1, right). Notably, the ensemble mean of WACNA amplitude 162 

decreases with global warming, especially under the SSP forcing after 2015, with variability 163 

decreasing by approximately 40% from 1951-1980 (1.05) to 2071-2100 (0.64). To further explore 164 

changes in the spatial structure of WACNA, similar projections are conducted over the two action 165 

centers in CBS and NA. The results obtained are not sensitive to a slight change of the projected 166 

domains. Interestingly, CBS variability exhibits a marked reduction of about 70% from 1951-1980 167 

(1.4) to 2071-2100 (0.45), contrasting with a modest decrease of approximately 20% in NA 168 

variability from 1.0 to 0.81. Additionally, we examine the ensemble spread among 50 members 169 

(Fig. 1, right). The relative contributions of external forcing and internal variability can be 170 

quantified by the signal-to-noise ratio (SNR) of the EnM to the inter-member standard deviation. 171 

Most changes have SNRs above 10 (not shown), indicating substantial forced changes compared 172 

to internal variability.  173 
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Changes in the intensity and spatial structure of the WACNA pattern are also readily 174 

discernible when comparing the patterns for 1951-1980 and 2071-2100 (Fig. 2, left panels). Here, 175 

we show the temperature anomalies at 925-hPa (T925) associated with WACNA, which closely 176 

resemble surface anomalies (not shown). The dipole structure appears in both periods, but is 177 

markedly asymmetric in the later period, with a strong center at NA and a weak center at CBS. 178 

Contrasting the T925 regressions for 2071-2100 with those for 1951-1980 reveals negative values 179 

over CBS and positive values over NA (Fig. 2, top right), indicating that both centers are declining 180 

in strength with global warming. However, the maximum temperature anomaly at the CBS center 181 

drops from 2.8oC in 1951-1980 to 1.3oC in 2071-2100, which is faster than the increase in NA 182 

from -3.8oC to -3.1oC. Meanwhile, both centers exhibit a slightly westward shift in 2071-2100 183 

relative to 1951-1980. The diminishing trend of strength in both centers with global warming can 184 

be seen more clearly when comparing the difference of T925 regression squares between the two 185 

periods (Fig. 2, bottom right), indicating a change in the temperature variance associated with 186 

WACNA. The regional mean temperature variance in CBS (57.5-75oN, 175oE-150oW) drops from 187 

4.5oC2 in 1951-1980 to 0.7oC2 in 2071-2100, which is faster than the decrease in NA (45-65oN, 188 

120-75oW) from 7.5oC2 to 3.4oC2. 189 

Overall, WACNA variability decreases with global warming, with a faster decline in the CBS 190 

center compared to North America.  191 

3.2 WACNA variability and change mechanisms 192 

We investigate the physical mechanisms of WACNA variability in terms of the temperature 193 

variance budget given in Eq. (3). The temperature variance budget quantities at 925-hPa associated 194 

with WACNA are calculated for the period 1981-2010 in both ERA5 and CanESM5. The WACNA 195 

variability is mainly generated and maintained by the meridional heat transport along the 196 



10 

 

temperature gradient (VT1) and damped by the covariance between temperature and diabatic 197 

heating (TR), as depicted in Figs. S1 and S2. Additionally, the covariance between temperature 198 

and factors related to vertical motion and static stability (TS) also contributes to the WACNA 199 

variability, together with relatively weak effects from the zonal heat transport along the 200 

temperature gradient (UT1) and the zonal and meridional advections of temperature variance 201 

(UT23=UT2+UT3 and VT23=VT2+VT3, the advections caused by both mean and anomalous 202 

flows are weak) over North America. These contributions exhibit similar features in ERA5 and 203 

CanESM5, indicating that CanESM5 reasonably well captures the observed WACNA variability 204 

mechanisms. However, the contribution patterns appear smoother in CanESM5 compared to ERA5 205 

(Figs. S1 and S2), partly due to the large amount of pooled data used in the CanESM5 calculation.  206 

Figure 3 further compares the three dominant temperature variance budget terms in ERA5 207 

and CanESM5. VT1 is responsible for amplifying the WACNA variability, showing high values 208 

over CBS and NA corresponding to the main WACNA action centers (Fig. 2), in contrast to 209 

damping effects dominated by TR. TS exhibits positive effects over the Chukchi Sea and central-210 

western Canada, but negative effects over the Bering Sea and along the western coast of Canada. 211 

These three contributions demonstrate broad comparability between ERA5 and CanESM5, except 212 

for intensity differences in CBS. Notably, the quantities of VT1 and TR in the CBS region are 213 

approximately 20-30% stronger in CanESM5 compared to ERA5. This may also be the reason 214 

why the action center of simulated WACNA in CBS is stronger (Fig. 1).  215 

The changes in temperature variance budget quantities at 925-hPa from the period 1951-1980 216 

to 2071-2100 are displayed in Fig. 4. Changes in WACNA variability are a consequence of all 217 

processes taking place in the simulated climate change and are dominated by changes in VT1, TR 218 

and TS, as well as relatively weak adjustments in UT23, VT23 and UT1 observed in North America. 219 
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Negative VT1 values over CBS and NA (Fig. 4) indicate a decline in meridional heat transport 220 

along the temperature gradient, which acts to support the decrease in WACNA-associated 221 

temperature variance (Fig. 2, bottom right). The reduction of VT1 in CBS is stronger than that in 222 

NA, which may explain the larger decrease of amplitude in the CBS center of WACNA than NA 223 

as seen in Fig. 2. Changes in VT1 are mainly balanced by changes in TR and TS. Furthermore, the 224 

changes in VT1 are primarily influenced by the changes in the mean temperature term (VT1a), 225 

whose magnitude is approximately two to three times larger than the VT1b and VT1c terms (Fig. 226 

S3). Hence, these changes are closely related to global warming and its featured Arctic 227 

amplification (e.g., Francis et al., 2017; Cohen et al., 2020; IPCC, 2021). As global warming 228 

advances, Arctic amplification reduces the equator-to-pole temperature gradient, resulting in lower 229 

VT1a and VT1 according to Eq. (4). 230 

Figure 5 provides additional insights into the time evolution of WACNA-associated 231 

temperature variance budget changes in CBS and NA by showing the regional mean changes in 232 

the three dominant budget terms and the three VT1 subcomponents from 1951 to 2100. The 233 

evolution reveals stable changes, especially significant trends under the SSP forcing after 2015. In 234 

addition, the change in the regional mean quantities is stronger in CBS than in NA, as seen in Fig. 235 

4. The evolution results again highlight the importance of reductions in VT1 and its subcomponent 236 

VT1a in organizing and maintaining the decrease of WACNA variability in both centers against 237 

damping effects dominated by TR.  238 

4. Summary and discussion 239 

This study explores the future changes and underlying mechanisms of the WACNA pattern, 240 

using data from the ERA5 reanalysis and 50 ensemble members of CanESM5 simulations under 241 
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historical and SSP5-8.5 scenarios. CanESM5 reasonably reproduces the WACNA pattern and its 242 

temperature variance budget mechanisms, consistent with ERA5 results.  243 

WACNA variability decreases with global warming, particularly in the Chukchi-Bering Sea 244 

region and at a faster rate than in North America. The variability of WACNA is mainly driven and 245 

maintained by meridional heat transport along temperature gradients, balanced by the covariance 246 

between temperature and diabatic heating. Additionally, factors related to vertical motion and 247 

static stability contribute modestly to WACNA variability. Changes in WACNA variability also 248 

arise from alternations in meridional heat transport, primarily influenced by changes in mean 249 

temperatures, with damping effects largely driven by changes in the covariance between 250 

temperature and diabatic heating. Consequently, changes in WACNA variability are closely 251 

related to global warming and its featured Arctic amplification, which reduces the equator-to-pole 252 

temperature gradient, leading to decreased meridional heat transport. 253 

The findings regarding changes in the strength and spatial structure of the WACNA pattern, 254 

along with the WACNA variability and change mechanisms, deepen our understanding of the 255 

Arctic-midlatitude relationship. They also shed light on how global warming impacts internal 256 

climate variability, particularly the connection between Arctic amplification and midlatitude 257 

climate variability. Given that CanESM5 exhibits higher climate sensitivity compared to many 258 

CMIP6 models (Meehl et al., 2020; Sherwood et al., 2020), however, uncertainties in WACNA 259 

simulations due to factors like model parameterizations and structural differences remain to be 260 

addressed. In addition, it would be intriguing to investigate whether similar changes and 261 

mechanisms apply to the WACE pattern over Eurasia.  262 
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Figure 1 (left) Regressions of SAT anomalies onto the WACNA index over 1981-2010 for the 

ERA5 reanalysis (top) and CanESM5 EnM (bottom). The green box indicates the region of (20-

90oN, 150oE-40oW) used for the EOF analysis to define the WACNA pattern. The purple boxes A 

and B indicate the regions of (50-90oN, 150oE-140oW) over CBS and (30-70oN, 140-60oW) over 

NA, respectively. Contour interval is 0.5oC. Black dots indicate the regression is statistically 

significant with p values small enough to satisfy the FDR criterion of 𝛼𝐹𝐷𝑅 = 0.05 . (right) 

Changes in amplitude of WACNA variability for 1951-2014 from historical simulations and for 

2015-2100 from SSP simulations. The amplitude of WACNA variability is defined as the standard 

deviation of the SAT anomalies projected onto the WACNA pattern within the WACNA domain 

(green), Box-A (red), and Box-B (blue) over 30-year running windows. EnM is represented by the 

thick curve. Ensemble spread, indicated by EnM plus and minus one inter-member standard 

deviation for 50 results, is shown by thin curves. Years are labeled based on year 15 of a 30-year 

window. 
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Figure 2 (left) Regression of T925 anomalies onto the WACNA index over 1951-1980 (top) and 

2071-2100 (bottom) for the CanESM5 EnM. Contour interval is 0.5oC. Black dots indicate the 

regression is statistically significant with p values small enough to satisfy the FDR criterion of 

𝛼𝐹𝐷𝑅 = 0.05. (right) Difference (top) and squared difference (bottom) between T925 regressions 

for 2071-2100 and 1951-1980. Contour intervals are 0.4oC (…, -0.6, -0.2, 0.2, 0.6, …) for the 

difference and 2.0oC2 (…, -3, -1, 1, 3, …) for the square difference. Black dots indicate significant 

differences with a value greater than 0.2 oC for the difference (1.0 oC2 for the square difference) 

and a 95% confidence level. The two purple boxes indicate the regions of (57.5-75oN, 175oE-

150oW) in CBS and (45-65oN, 120-75oW) in NA used for the temperature variance diagnostic.  
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Figure 3 VT1 (top), TS (middle), and TR (bottom) anomalies at 925-hPa associated with the 

WACNA index over 1981-2010 for the ERA5 reanalysis (left) and CanESM5 EnM (right). 

Contour interval is 12 x10-6 oC2s-1 (…, -18, -6, 6, 18, …). 
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Figure 4 Changes of UT1, UT23, VT1, VT23, TS, and TR anomalies at 925-hPa associated with 

the WACNA index from 1951-1980 to 2071-2100 for the CanESM5 EnM. Contour interval is 8 

x10-6 oC2s-1 (…, -12, -4, 4, 12, …). Black dots indicate significant differences with a difference 

value greater than 4 x10-6 oC2s-1 and a 95% confidence level.  
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Figure 5 Reginal changes (in 10-6 oC2s-1) of dominant terms VT1(blue), TS (green) and TR (red), 

as well as sub-components VT1a (black), VT1b (grey) and VT1c (orange) over 30-year running 

windows from 1951-2100 relative to the corresponding results over 1951-1980, averaged over the 

regions of (57.5-75oN, 175oE-150oW) in CBS (left) and (45-65oN, 120-75oW) in NA (right) as 

shown in Fig. 2. Years are labeled based on year 15 of a 30-year window. 

 

 

 

 

 

 


